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Sphere tracing is a fast and high-quality method for visualizing surfaces encoded by signed distance functions (SDFs). We introduce a similar method for a completely different class of surfaces encoded by harmonic functions, opening up rich new possibilities for visual computing. Our starting point is similar in spirit to sphere tracing: using conservative Harnack bounds on the growth of harmonic functions, we develop a Harnack tracing algorithm for visualizing level sets of harmonic functions, including those that are angle-valued and exhibit singularities. The method takes much larger steps than naive ray marching, avoids numerical issues common to generic root finding methods and, like sphere tracing, needs only perform pointwise evaluation of the function at each step. For many use cases, the method is fast enough to run real time in a shader program. We use it to visualize smooth surfaces directly from point clouds (via Poisson surface reconstruction) or polygon soup (via generalized winding numbers) without linear solves or mesh extraction. We also use it to visualize nonplanar polygons (possibly with holes), surfaces from architectural geometry, mesh "exoskeletons", and Riemann surfaces. Finally we show that, at least in theory, Harnack tracing provides an alternative mechanism for visualizing arbitrary implicit surfaces.
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1 INTRODUCTION

A function $f : \Omega \rightarrow \mathbb{R}$ on a domain $\Omega \subset \mathbb{R}^n$ is harmonic if it satisfies the Laplace equation

$$ \Delta f(x) = \sum_{i=1}^{n} \frac{d^2}{\partial x_i^2} f(x) = 0 \quad (1) $$

at all points $x \in \Omega$. The function $f(x, y) = x^2 - y^2$ is harmonic on $\mathbb{R}^2$, and exhibits the saddle shape characteristic of harmonic functions (see inset). Harmonic functions can be angle-valued (Section 3.2), and can exhibit singularities. The function $\theta(x, y) = \tan^{-1}(y/x)$ in the inset is a model example: it jumps by $2\pi$ at $y = 0$, and is singular at $x = y = 0$. Considering angle-valued functions allow us to represent implicit surfaces with boundary (Figure 1).

Despite their special form, harmonic functions arise naturally in many contexts. From a variational perspective, they describe the smoothest function that agrees with given observations—providing a powerful tool for interpolating data over geometric domains (e.g., color [Orzan et al. 2008] or displacement [Joshi et al. 2007]). From a spectral perspective, Fourier basis functions on $\mathbb{R}^n$ can be extended to harmonic functions on $\mathbb{R}^{n+1}$, allowing any function to be well-approximated by a "slice" of a harmonic one (as explored in Section 4.7.1). Finally, from an integral perspective, harmonic functions are characterized by the fact that $f(x)$ is equal to the mean value of $f$ over any ball around $x$—connecting them to steady-state solutions for a vast array of physical equations (electrostatics, gravitation, heat transfer, etc.). This so-called mean value property is the starting point for the Harnack inequality used in our algorithm to bound the change in the value of a positive harmonic function (Section 2). Although Harnack inequalities are widely applied in the mathematical analysis of partial differential equations, they have not (to our knowledge) been applied to rendering or image synthesis.
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Fig. 1. We introduce a ray tracing algorithm for a novel class of surfaces defined by level sets of harmonic functions. Here for instance we directly visualize a nonplanar polygon which has no well-defined inside or outside—and hence cannot be represented by an ordinary implicit function or SDF. Isolines depict a 2D slice of the harmonic function; spheres show conservative Harnack bounds along a ray. Note the smooth reflection lines, even near edges and vertices where the function is highly singular.
In this paper, we are interested in ray tracing level sets of a harmonic function \( f \), i.e., sets
\[
S = \{ x \in \mathbb{R}^3 \mid f(x) = f^* \},
\]
where \( f^* \) is a fixed target value. In particular, given a ray
\[
r(t) = r_0 + tv
\]
starting at \( r_0 \) and extending in the direction \( v \), we seek the first time \( t > 0 \) such that \( f(r(t)) = f^* \). Unfortunately, general-purpose intersection strategies (detailed in Section 5) do not provide a robust solution: they (i) provide no first-hit guarantee, (ii) do a poor job near singularities, and (iii) do not handle angle-valued functions. To date, ray intersection algorithms provide guarantees only for a few special classes of surfaces, enumerated in Section 5.2. Our method adds one more entry to this list: surfaces defined by harmonic functions. More precisely, it enables reliable ray tracing of
- level sets of harmonic functions (possibly with singularities),
- lower-dimensional slices through harmonic level sets, and
- height fields of harmonic functions (possibly multivalued).

Our method is inspired by the sphere tracing algorithm of Hart [1996], which ray traces level sets of a function \( f \) with a known Lipschitz bound, i.e., a value \( C > 0 \) such that, for all points \( x, y \) we have \( |f(x) - f(y)| \leq C|x - y| \). At any time \( t \), one can hence be certain that no point of the surface \( S \) is contained within a ball of radius \( R = (f(r(t)) - f^*)/C \)—providing a conservative step size for ray tracing. An important special case are signed distance functions (SDFs), with Lipschitz constant \( C = 1 \). Sphere tracing was originally motivated by ray tracing fractal Julia sets [Hart et al. 1989], which admit closed-form distance bounds; in more recent times, it has become a basic strategy for evaluating neural implicit surfaces [Takikawa et al. 2021, Section 2]. Just as in sphere tracing, we truncate the ray by the largest “safe” sphere—the key difference is that this safe radius is determined by reasoning about harmonic functions, rather than a Lipschitz function.

1.1 Outline

Section 2 gives some brief background on the Harnack inequality, used to define our Harnack tracing algorithm in Section 3. Section 4 walks through a variety of examples, including derivation of some bounds and formulas needed to apply our algorithm to several classes of surfaces. Here we also perform numerical evaluation of our method. We defer a discussion of related work to Section 5, in order to simultaneously make numerical comparisons to our method. Limitations and future work are discussed in Section 6.

2 THE HARNACK INEQUALITY

Let \( f : B_R(x_0) \rightarrow \mathbb{R} \geq 0 \) be a positive harmonic function on the open ball \( B_R(x_0) \) of radius \( R > 0 \) centered at a point \( x_0 \in \mathbb{R}^n \). The Harnack inequality, illustrated in Figure 2, provides a conservative upper and lower bound on the value of \( f \) for every point \( x \in B_R(x_0) \) in terms of the distance \( \rho := ||x - x_0|| \) \( < R \) and the value of \( f \) at \( x_0 \):
\[
\frac{(R - \rho)^n}{(R + \rho)^n} f(x_0) \leq f(x) \leq \frac{(R + \rho)^n}{(R - \rho)^n} f(x_0)
\]
(see Harnack [1887, §19] or Axler et al. [2013, §3.4]). Note in particular that the upper bound goes to \( +\infty \) as \( \rho \rightarrow R \), reflecting the fact that a harmonic function can have arbitrarily large values along the boundary of the ball. Likewise, the lower bound goes to zero as \( \rho \rightarrow 0 \), since a positive function can go to zero at any boundary point. The reason \( f \) must be positive is that there is no bound on the growth of a general harmonic function within a ball depending only on \( R \) and \( f(x_0) \). For instance, a linear function on \( B_R(x_0) \) can have arbitrarily large slope, but forcing a linear function to be positive ensures that its slope is no greater than \( f(x_0)/R \). Although the Harnack inequality applies only to positive harmonic functions, we can still use it to build algorithms that ray trace more general harmonic functions, as discussed in Section 3.1.

2.1 Largest Step Size

We will rewrite the Harnack inequality in a form that makes it more directly useful for our algorithms. In particular, suppose we are standing at a point \( x_0 \in \mathbb{R}^3 \) and want to know the maximum step size \( \rho_{\text{lower}} \) we can take in any direction \( v \) such that \( f(x_0 + \rho v) \) is no smaller than a given lower bound \( f_\alpha \in (0, f(x_0)) \). In 3D, we have
\[
\rho_{\text{lower}} := \frac{R}{2} \left[-(2 + a_\alpha) + \sqrt{a_\alpha^2 + 8a_\alpha} \right],
\]
where \( a_\alpha := f(x_0)/f_\alpha \). Likewise, if we want to avoid exceeding an upper bound \( f_\beta \in (f(x_0), \infty) \), then we have a maximum step size
\[
\rho_{\text{upper}} := \frac{R}{2} \left[a_\beta + 2 - \sqrt{a_\beta^2 + 8a_\beta} \right],
\]
where \( a_\beta := f(x_0)/f_\beta \). Hence, if our goal is to intersect a level set with value \( f^* \), we can simply compute a single step size
\[
\rho := \frac{R}{2} \left[a + 2 - \sqrt{a^2 + 8a} \right],
\]
where \( a := f(x_0)/f^* \). This bound provides a conservative (i.e., “safe”) step size, whether \( f(x_0) \) is above or below \( f^* \).

3 ALGORITHM

Our algorithm—which we call Harnack tracing—finds the first point along a ray intersecting the level set of a given harmonic function. Unlike the Harnack inequality from Section 2, we do not require that this function be positive. Instead, we require only that its value can be bounded from below within some ball around any given point. We first describe the algorithm in the case where \( f \) is smooth everywhere; later we will consider cases where \( f \) exhibits jumps and singularities (Section 3.2), which are important for applications.
3.1 Harnack Tracing
Let \( f : \mathbb{R}^3 \rightarrow \mathbb{R} \) be a harmonic function, and let \( r(t) \) be the ray starting at \( r_0 \in \mathbb{R}^3 \) and moving in direction \( v \in \mathbb{R}^3 \) (see inset). For a target value \( f^* \), the Harnack tracing algorithm computes the smallest time \( t^* > 0 \) such that
\[
f(r(t^*)) = f^*,
\]
i.e., the time where the ray first pierces the surface
\[
S := f^{-1}(f^*) = \{ x \in \mathbb{R}^3 \mid f(x) = f^* \}.
\]
To do so, we use the inequalities from Section 2.1 to find the largest step size \( \rho \) for which the ray is guaranteed not to pass through \( S \). However, since these inequalities apply only to positive functions, we effectively “shift” \( f \) within a local ball to get a safe step size.

More explicitly, suppose that for any point \( x \in \mathbb{R}^3 \), we have a radius \( R > 0 \) and value \( c \in \mathbb{R} \) such that \( f(y) > c \) for all points \( y \in B_R(x) \). To find a step size \( \rho \) at some time \( t \), we evaluate Equation 7, but using the shifted function value \( f(r(t)) - c \) and shifted target value \( f^* - c \). We then increment \( t \) by \( \rho \) and repeat this process until \( f(r(t)) \) is sufficiently close to \( f^* \), or \( t \) exceeds some maximum time \( t_{\text{max}} \). Algorithm 1 provides pseudocode for this procedure, and we prove that it converges linearly to the target level set in Appendix A.

**Algorithm 1 HARNACKTRACE\( (r_0, v, f^*, f(x), R(x), c(x), \epsilon, t_{\text{max}}) \)**

**Input:** A ray origin \( r_0 \in \mathbb{R}^3 \), unit ray direction \( v \in \mathbb{R}^3 \), target level set value \( f^* \in \mathbb{R} \), harmonic function \( f : \mathbb{R}^3 \rightarrow \mathbb{R} \), a radius function \( R : \mathbb{R}^3 \rightarrow \mathbb{R}_{>0} \), lower bound function \( c : \mathbb{R}^3 \rightarrow \mathbb{R} \), stopping tolerance \( \epsilon > 0 \), and maximum ray time \( t_{\text{max}} > 0 \).

**Output:** The time \( t^* \) of the first intersection, or \(-1\) if no intersection occurs.

1. \( t \leftarrow 0 \)
2. do
3. \( r_t \leftarrow r_0 + tv \quad \triangledown \text{current point along ray} \)
4. \( f_t \leftarrow f(r_t) \quad \triangledown \text{current function value} \)
5. if \( |f_t - f^*| \leq \epsilon \| \nabla f(r_t) \| \) then \( \triangledown \text{stopping condition (§3.1.2)} \)
6. \( t \leftarrow t + \frac{R_t}{f_t - c(t)} \quad \triangledown \text{radius of ball used to bound step size} \quad \text{shift that makes } f \text{ positive on ball } B_R(r_t) \)
7. \( R_t \leftarrow R(r_t) \quad \triangledown \text{radius of ball used to bound step size} \)
8. \( c_t \leftarrow c(r_t) \quad \triangledown \text{shift that makes } f \text{ positive on ball } B_R(r_t) \)
9. if \( f^* \leq c_t \) then \( \triangledown \text{if } f^* \text{ lies below the lower bound...} \)
10. \( \rho \leftarrow R \quad \triangledown \text{...we can safely take the maximum step of } R \)
11. else
12. \( a \leftarrow (f_t - c_t) / (f^* - c_t) \quad \triangledown \text{otherwise, shift } f \text{ and...} \)
13. \( \rho \leftarrow \frac{1}{2} R_t \left| a + 2 - \sqrt{a^2 + 8a} \right| \quad \triangledown \text{...compute a safe step size} \)
14. \( t \leftarrow t + \rho \quad \triangledown \text{take step} \)
15. while \( t < t_{\text{max}} \)
16. return \(-1\) \( \triangledown \text{ray does not hit surface} \)

3.1.1 Radii and Bounds. The only challenge in applying Harnack tracing to a given application scenario is determining values for \( R \) and \( c \). An important observation, following from lines 12 and 13 of Algorithm 1, is that the largest step size will be achieved by using (i) the tightest possible lower bound \( c \) on \( f \) and (ii) the largest possible radius \( R \). The reason is that the step size \( \rho \) approaches the maximum step size \( \rho = R \) as \( c \rightarrow f(r_t) \), and approaches zero as \( c \rightarrow -\infty \) (Figure 3). Simultaneously, the step size grows in proportion to the ball radius \( R \). However, for harmonic functions (which are saddle-like everywhere) larger balls inevitably contain more negative values. To achieve efficient computation, one must hence balance the choice of \( R \) and \( c \).

**Lipschitz vs. Harnack Bounds.** This situation is not so different from classic sphere tracing: to render any new class of implicit functions, one must derive problem-specific bounds—as done gradually over the years for Lipschitz sphere tracing (Section 5.2.2). In both cases, however, finding some reasonable bound is typically possible, even if the optimal bound is hard to find. We walk through the derivation of several lower bounds in Section 4, enabling us to apply Harnack tracing in a variety of application scenarios. As in the Lipschitz case, one can also (as a fallback) simply “guess and check”, adjusting \( c \) until the algorithm produces a valid result (Figure 4). Moreover, one can always take the maximum step size among any collection of conservative bounds (since all are “safe”—including both Lipschitz and Harnack bounds. In this sense, the Harnack approach can be viewed as complementary to the Lipschitz approach, rather than as a “competitor.”
which gives a good estimate of distance for values of $\delta t$ near $f^*$ provided that $f$ is sufficiently smooth. As seen in Figure 5, this condition ensures that rays terminate in a region of near-uniform thickness, whereas the naive condition $|f(x) - f^*| < \epsilon$ leads to significant variability. This uniformity is especially important near singularities, where $f$ has a steep gradient and requires extremely small steps to meet the stringent requirements of the naive condition—Figure 22 visualizes the iteration counts resulting from both stopping conditions. Uniformity is also essential when shooting secondary rays (e.g. to render shadows), where error estimates for the point of intersection are needed to ensure that the outgoing ray does not get “stuck” at the point of departure [Pharr et al. 2023, Chapter 6.8].

3.1.2 Stopping Condition. When $f$ is a signed distance function, a natural stopping condition is to ask that $|f(x) - f^*| < \epsilon$, which ensures that $x$ lies within a small geometric distance $\epsilon$ of the level set $f^*$. When $f$ is harmonic, however, this stopping condition does not carry the same geometric meaning: $f(x)$ can be very far from—or unnecessarily close to—the target surface. To get a more meaningful stopping criterion near the surface, we hence use the condition

$$\frac{|f(x) - f^*|}{\|\nabla f(x)\|} < \epsilon,$$

which gives a good estimate of distance for values of $f(x)$ near $f^*$ provided that $f$ is sufficiently smooth. As seen in Figure 5, this condition ensures that rays terminate in a region of near-uniform thickness, whereas the naive condition $|f(x) - f^*| < \epsilon$ leads to significant variability. This uniformity is especially important near singularities, where $f$ has a steep gradient and requires extremely small steps to meet the stringent requirements of the naive condition—Figure 22 visualizes the iteration counts resulting from both stopping conditions. Uniformity is also essential when shooting secondary rays (e.g. to render shadows), where error estimates for the point of intersection are needed to ensure that the outgoing ray does not get “stuck” at the point of departure [Pharr et al. 2023, Chapter 6.8].

3.1.3 Surface Normals. We can compute a unit normal $n$ at any intersection point $x$ by simply normalizing the gradient of our function $f$, i.e., $n = \nabla f / \|\nabla f\|$. This gradient can be computed using a closed-form or automatically-derived expression if available, or any standard finite difference approximation. For finite differences, we use the tetrahedral scheme advocated by Quilez [2015]; however, even careful treatment of finite differences can yield visual artifacts on singular surfaces (see e.g. Figure 12). We hence also give closed-form gradient expressions for specific examples in Section 4.

3.1.4 Acceleration. The “over stepping” technique used by Keinert et al. [2014, §3.1] for sphere tracing also provides a simple and effective method to accelerate Harnack tracing. The core insight is that at iteration $k$, a step is safe so long as it is less than the sum of the safe step sizes $\rho_k$ from iteration $k$ and $\rho_{k+1}$ from iteration $k+1$: we know that the target level set cannot come within $\rho_k$ of our position at iteration $k$ or within $\rho_{k+1}$ of our position at iteration $k+1$. So rather than taking steps of size $\rho_k$, we can use a larger step size $\Delta t$, and then check whether $\Delta t \leq \rho_k + \rho_{k+1}$. In practice, we set $\Delta t \leftarrow 1.75\rho_k$, falling back to a step of size $\rho_k$ if $\Delta t$ is too large.

3.2 Angle-Valued Functions

An important class of harmonic functions is those that are angle-valued (see especially Sections 4.2–4.6). More precisely, we say a real-valued function is angle-valued if it is continuous modulo $2\pi$, i.e., real values that differ by an integer multiple of $2\pi$ encode the same angle. In this way, functions with discontinuous real values can still describe continuously-varying angles (e.g., Section 1, inset).

Although angle-valued functions are often computed using expressions that give values in the range $[0, 2\pi)$ or $[-\pi, \pi)$, yielding apparent discontinuities, they can locally be lifted to a continuous function (Figure 6). Importantly, we never need to explicitly compute or construct such a lift: its mere existence is sufficient for the Harnack inequality to be valid. The only challenge is determining the range of the lifted function, in order to apply the inequality. In particular, if we know that a function $f : \Omega \to (0, 2\pi)$ jumps discontinuously at most $k$ times up or $k$ times down along any segment within $\Omega$ emanating from $x_0$, then we immediately have a lower bound of $-2\pi k$. Hence, if we can bound the number of signed intersections with the target surface (i.e. the number of jumps up minus the number of jumps down), we can obtain a lower bound $\epsilon$ on the lifted function, and can still use Harnack tracing to find the first intersection.

Algorithm 2 gives a modified procedure suitable for angle-valued functions. To make this algorithm applicable to a wider variety of use cases, we allow the angle-valued function $f(x)$ to have period $2\pi \omega$ for some constant $\omega$, rather than always having period $2\pi$. This generality allows us to handle, e.g., the solid angle function in Section 4.2 with period $4\pi$. A small but important change relative to Algorithm 1 is that we must bound the step size according to both the closest level set values $f_a$ and $f_b$ above and below the current value $f$ (resp.), and must return a hit if we come sufficiently close to either level set. Otherwise, the algorithm is the same.

3.3 Height Fields

Given a continuous harmonic function $f : \mathbb{R}^2 \to \mathbb{R}$ on the plane, we can use Harnack tracing to intersect a ray with the height field

$$S := \{(x_1, x_2, x_3) \mid f(x_1, x_2) = x_3\}.$$

Since $S$ is the zero level set of $\phi(x_1, x_2, x_3) := f(x_1, x_2) - x_3$, which is harmonic on $\mathbb{R}^3$ whenever $f$ is harmonic on $\mathbb{R}^2$, we can find intersections with $S$ by calling Algorithm 1 on $\phi$. We can also compute intersections with height fields of angle-valued functions by treating $\phi$ as an angle-valued function on $\mathbb{R}^3$ (Section 4.6).
Algorithm 2 \textsc{TraceAngleValued}(\tau_0, v, \omega, \phi, f(x), R(x), c(x), \epsilon, t_{\text{max}})

\textbf{Input:} A ray origin \( \tau_0 \in \mathbb{R}^3 \), unit ray direction \( v \in \mathbb{R}^3 \), an angular frequency \( \omega \in \mathbb{R}_{>0} \) and phase shift \( \phi \in \mathbb{R} \) that determine target level set values \( f^*(k) := 2\pi k \omega + \phi \) for all \( k \in \mathbb{Z} \), harmonic function \( f : \mathbb{R}^3 \to \mathbb{R} \), a radius function \( R : \mathbb{R}^3 \to \mathbb{R}_{>0} \), lower bound function \( c : \mathbb{R}^3 \to \mathbb{R} \), stopping tolerance \( \epsilon > 0 \), and maximum ray time \( t_{\text{max}} > 0 \).

\textbf{Output:} The time \( t^* \) of the first intersection with any level set \( f^*(k) \), or \(-1\) if no intersection occurs.

1: \( t \leftarrow 0 \)
2: \( \textbf{do} \)
3: \( \tau_t \leftarrow \tau_0 + tv \quad \triangleright \text{current point along ray} \)
4: \( \triangleright \text{Find the two level set values bracketing the current value of } f \)
5: \( f_0 \leftarrow (f(\tau_t) - \phi)/(2\pi \omega) \)
6: \( f_- \leftarrow (2\pi \omega)[f_0] + \phi \)
7: \( f_+ \leftarrow (2\pi \omega)[f_0] + \phi \)
8: \( \triangleright \text{Stop if close to either surface (S3.1.2)} \)
9: \( \text{if } \min(f(\tau_t) - f_-, f_+ - f(\tau_t)) \leq \epsilon \|\nabla f(\tau_t)\| \text{ then} \)
10: \( \text{return } t \)
11: \( R_t \leftarrow R(\tau_t) \quad \triangleright \text{radius of ball used to bound step size} \)
12: \( c_t \leftarrow c(\tau_t) \quad \triangleright \text{shift that makes } f \text{ positive on ball } B_{R_t}(\tau_t) \)
13: \( \triangleright \text{Compute a step size bound for each of the two closest level sets} \)
14: \( a_- \leftarrow (f(\tau_t) - c_t)/(f_- - c_t) \)
15: \( a_+ \leftarrow (f(\tau_t) - c_t)/(f_+ - c_t) \)
16: \( \rho_- \leftarrow \frac{1}{2} R_t \sqrt{a_-^2 + 8a_-} \)
17: \( \rho_+ \leftarrow \frac{1}{2} R_t \sqrt{a_+^2 + 8a_+} \)
18: \( \triangleright \text{Take the smaller of the two steps} \)
19: \( \rho \leftarrow \min(\rho_-, \rho_+) \)
20: \( t \leftarrow t + \rho \)
21: \( \textbf{while } t < t_{\text{max}} \)
22: \( \text{return } -1 \quad \triangleright \text{ray does not hit surface} \)

4 EXAMPLES AND EVALUATION

Harmonic functions and their level sets play an important role across geometric and visual computing—here we explore how Harnack tracing can be applied to several example use cases. We start with harmonic polynomials as a didactic example (Section 4.1), before introducing a novel strategy for visualizing nonplanar polygons (Section 4.2). We also consider surface reconstruction (Section 4.3), mesh repair (Section 4.4), architectural design (Section 4.5), and mathematical visualization (Section 4.6). As a final example, we use Harnack tracing to visualize a function which is not harmonic (Section 4.7), paving the way to potentially broader applications (Section 4.7.1). We then conclude with a discussion of our implementation (Section 4.8), how many iterations it takes to find intersections (Section 4.9) and its convergence rate (Section 4.10).

4.1 Spherical Harmonics

As a simple example, which does not involve any discontinuities, we start by visualizing spherical harmonics as level sets of harmonic polynomials on \( \mathbb{R}^3 \) (Figure 7). Though often defined using Legendre functions in polar coordinates, any spherical harmonic can also be expressed as the restriction of a homogeneous harmonic polynomial

\[
p(x_1, x_2, x_3) = \sum_{m=0}^{4} \sum_{l=0}^{m} c_{m,l} x_1^m x_2^l x_3^{m-l}.
\]

for which \( \Delta p = 2x_1 - 2x_2 = 0 \). To visualize a level set of \( p \) within the unit ball we start Harnack tracing at the time \( t_0 \) where our ray first pierces the unit sphere \( S^2 \) and set \( t_{\text{max}} \) to the time where the ray exits the sphere. At each point \( x \) within this sphere, we then need a radius \( R \) and value \( c \) such that the shifted harmonic polynomial \( p(x) := p(x) - c \) is positive over the ball \( B_R(x) \). For the radius, one might try the distance to the unit sphere \( 1 - \|x\| \), but this choice yields an invalid value of \( R = 0 \) on the unit sphere itself—making it impossible to start Harnack tracing from a point on the unit sphere. Instead, we let \( R \) be the distance to a slightly larger sphere, of radius \( h > 1 \), yielding positive values of \( R \) at all points inside the unit sphere. In this case, our function is particularly simple, and we can obtain a good lower bound \( c \) by analytically minimizing \( p(x) \) over the ball \( B_h(0) \). For instance, for the polynomial in Equation 8 we have \( c(h) = -(2h^2)/(3\sqrt{3}) \). This scenario illustrates the need to balance \( c \) and \( R \): if we make \( h \) much bigger, to increase the radii \( R \) (and hence our step sizes), the lower bound \( c(h) \) rapidly becomes more negative—eliminating any advantage of a larger \( R \). In our examples, we therefore use a value \( h = 1.25 \), only slightly larger than the unit sphere. Concretely, this amounts to running Algorithm 1 with the function \( f(x) \) given by Equation 8, radius function \( R(x) := 1.25 - \|x\| \), and the constant bound \( c(x) := -(2 \cdot 1.25^3)/(3\sqrt{3}) \approx -0.75 \).

\textbf{Gradient evaluation.} Polynomials are continuous and smooth, so we evaluate their gradients via finite differences (Section 3.1.3.)
4.2 Nonplanar Polygons

A perennial question in computer graphics is how to interpret polygons whose vertices do not sit in a common plane [Bunge et al. 2023]. The ability to ray trace harmonic functions provides an elegant answer: we can visualize a nonplanar polygon as a level set of a harmonic function naturally associated to the polygon, namely, its (signed) solid angle [Binysh and Alexander 2018]. This definition, illustrated in Figure 8, has many attractive properties relative to existing nonplanar interpolation schemes. For quadrilaterals, for instance, simple bilinear interpolation can yield severe foldover (Figure 9). For more general nonplanar $n$-gons, one observes similar foldover with mean value coordinates [Floater 2003], harmonic coordinates [Joshi et al. 2007], Catmull-Clark subdivision surfaces$^1$ [Catmull and Clark 1978], and the virtual vertex scheme of Bunge et al. [2020] (Figure 10). Beyond these comparisons, using the signed solid angle allows us to visualize far more general nonplanar polygons that have holes, or even knotted/linked boundaries (Figure 13). Classic minimal surfaces can also interpolate at this level of generality, but must be computed using an explicit mesh [Pinkall and Polthier 1993] or dense computational grid [Wang and Chern 2021]. An especially beautiful feature of the harmonic definition is that, like Wang and Chern, we need not explicitly prescribe the topology of our interpolating surface $a$ priori (Figure 11).

4.2.1 Solid angle. Intuitively, solid angle is the size of the “shadow” cast by a surface patch onto a unit sphere around the evaluation point $x$ by central projection. The signed solid angle takes relative orientation into account, changing sign if the normal of the surface patch is reversed. Unlike physical shadows, it also accounts for multiple covering: the area of each overlapping piece adds to (or subtracts from) the total solid angle.

More precisely, consider a smooth surface patch $\Sigma \subset \mathbb{R}^3$. The signed solid angle of $\Sigma$ at a point $x$ is given by the integral

$$\Omega_{\Sigma}(x) := \int_{\Sigma} \frac{n(p) \cdot (p - x)}{||p - x||^3} \, dp,$$

where $n(p)$ is the unit normal to $\Sigma$ at $p$. Remarkably, taking the value of this integral modulo $4\pi$ yields a continuous function which depends only on the boundary of the surface patch, independent of its interior [Binysh and Alexander 2018, §1]. So, we can define a canonical solid angle function $\Omega_P(x)$ for a possibly-nonplanar polygon $P$ by taking the solid angle of any surface $\Sigma$ spanning $P$.

Most importantly for our purposes, this solid angle function is well-known to be a harmonic angle-valued function with period $4\pi$ [Binysh and Alexander 2018, §1]. More precisely, it is harmonic away from the edges of $P$ itself, and exhibits singular behavior in

\[\text{Fig. 8.} \text{ We define the geometry of a nonplanar polygon to be a level set of its solid angle function, which is harmonic. This definition provides well-behaved geometry even when the boundary is highly nonplanar, and varies smoothly as the boundary changes (top). By taking different level sets, one can adjust the convexity/concavity of the interpolating geometry (bottom).}\]

\[\text{Fig. 9. A natural way to interpolate quadrilaterals is with a bilinear patch—however, such patches can exhibit foldover, even for planar quads. Our Harnack-based interpolation scheme exhibits no such foldover.}\]

\[\text{Fig. 10. Given the boundary of a polygon, how should one fill its interior? Here we compare our harmonic definition with several standard schemes (for mean value and harmonic coordinates, we interpolate vertex positions over a regular $n$-gon). Apart from minimal surfaces—which require a fine mesh to compute—our definition is the only one that avoids foldover.}\]

\[\text{Fig. 11. For many curves, our nonplanar polygon definition looks quite similar to a minimal surface. However, they differ in a key way: minimal surfaces can jump discontinuously as the boundary curves vary (bottom), whereas our harmonic level sets always vary continuously (top).}\]
the vicinity of these edges—where the angle quickly goes through a full period of $4 \pi$. Since the solid angle takes every possible value as we go around any point of the boundary curve, every level set of the solid angle function will provide a surface spanning the curve. In the special case where $P$ is planar, the $2 \pi$ level set yields the planar region bounded by the curve. Hence, even in the nonplanar case, we use the $2 \pi$ level set to define the surface bounded by $P$.

4.2.2 Numerics. There are many expressions for the signed solid angle of a polygon, which are all equivalent (modulo $4 \pi$) in exact arithmetic. In floating point, however, not all expressions work equally well when ray tracing (Figure 12). We considered three expressions for solid angle: (i) direct calculation via a triangulation, (ii) the quaternionic scheme of Chern and Ishida [2023, Cor. 3.4.1], and (iii) the angle sum formula of Legendre [1817, §505], as well as three expressions for its gradient: (i) a direct expression via the Biot-Savart formula, (ii) a rearrangement of this expression suggested by Adiels et al. [2022, Eq. 10], and (iii) a finite difference approximation. Our preferred expressions, described below, are the triangulation method for solid angle and the Biot-Savart formula for its gradient. Details on the other formulations can be found in the supplement.

Function evaluation. We denote the vertices of the polygon $P$ by $p_1, \ldots, p_k \in \mathbb{R}^3$. To evaluate its solid angle, we triangulate $P$ and sum the solid angles of each triangle. For symmetry, we triangulate $P$ by connecting each vertex to a point $z \in \mathbb{R}^3$ at the average of the vertex positions. To evaluate the solid angle of a triangle, we use the formula of van Oosterom and Strackee [1983]. In particular, letting

$$a := p_1 - x, \quad b := p_{i+1} - x, \quad c := z - x,$$

and letting $a, b, c$ be the magnitudes of $a, b, c$, resp., the signed solid angle of triangle $p_i p_{i+1} z$ is given by

$$\Omega_{\Omega}(x) := 2 \arctan(\mathbf{a} \cdot (\mathbf{b} \times \mathbf{c}) + \mathbf{a} \cdot \mathbf{b} c + \mathbf{b} \cdot \mathbf{c} a + \mathbf{a} \cdot \mathbf{c} b).$$

(10)

It is important to use the two-argument arc tangent function $\arctan2(y, x)$, yielding values in the range $[-\pi, \pi)$, rather than the range $[-\pi/2, \pi/2]$ of the ordinary arc tangent function. For efficiency, one can also reduce the number of $\arctan2$ evaluations by applying the identity

$$\arctan2(a, b) + \arctan2(c, d) \equiv \arctan2(ad + bc, bd - ac) \mod 2 \pi.$$ 

Gradient evaluation. We evaluate the gradient of solid angle as

$$\nabla \Omega_P(x) = \sum_{i=1}^k (g_i - g_{i+1}) \cdot \left( \frac{g_i}{\|g_i\|} - \frac{g_{i+1}}{\|g_{i+1}\|} \right) \frac{g_i \times g_{i+1}}{\|g_i \times g_{i+1}\|},$$

(11)

where $g_i := p_i - x$. This formula can be derived by integrating the Biot-Savart formula along each line segment in the polygon’s boundary (see e.g. Equation 8 of Adiels et al. [2022]).

Function bounds and bounding boxes. When using Harnack tracing on level sets of $\Omega_P(x)$, we take $R(x)$ to be the distance from $x$ to the polygonal curve $P$ and set $c(x) = -4 \pi$. In Appendix C, we show that this bound is valid when the curve is connected, intersection-free and lies on the boundary of a convex domain. Although it is not guaranteed to apply to all polygons, we have not found an example where Harnack tracing using this bound fails, even for polygons with holes or knotted boundaries like those depicted in Figure 13.

In order to incorporate Harnack tracing into an existing renderer, it is also helpful to have bounds on the spatial extent of the target level set. In Appendix B, we show that under the same assumptions on $P$, the $2 \pi$ level set of $\Omega_P(x)$ is contained within the convex hull of $P$ and hence within any bounding box of $P$.

4.2.3 Polygons with complex topology. Some boundary representations used in computer-aided design (CAD) allow polygons to have holes. To define nonplanar polygons with holes, we can simply add the solid angles of all boundary components (assuming consistent orientation) to define a single harmonic function for a polygon with holes—Figure 13, left shows some examples. Moreover, while polygons arising from meshes are almost universally homotopic to the unknot, nothing about our formulation prevents us from rendering curves that are knotted, or collections of curves that are linked. As illustrated in Figure 13, right, the solid angle level set associated to knotted polygons still form smooth surfaces bounded by the polygon, yielding so-called “Seifert surfaces.” Unlike existing methods, which first build topologically-valid Seifert surfaces and then smooth them [van Wijk and Cohen 2006], we can directly visualize smooth interpolating surfaces, sidestepping the usual numerical challenges associated with mesh-based optimization.
4.2.4 Exoskeletons. An extreme case of nonplanar polygons, we consider the “exoskeleton” curve networks computed by de Goes et al. [2011] as concise descriptions of a surface. As depicted in Figure 14, we can treat the exoskeleton as a nonplanar polygon mesh of high degree and Harnack trace the resulting surface, avoiding the minimal surface computation originally proposed by de Goes et al.

4.3 Point Clouds (Poisson Reconstruction)

We can directly visualize a surface interpolating a given point cloud without generating an explicit surface representation (Figure 15). Effectively, we draw the surface that would be generated by the Poisson surface reconstruction algorithm of Kazhdan et al. [2006] (in the limit as the kernel size goes to zero).

Suppose we are given a collection of points \( p_1, \ldots, p_k \in \mathbb{R}^3 \) along with normal vectors \( n_1, \ldots, n_k \in \mathbb{R}^3 \), and their associated areas \( a_1, \ldots, a_k \in \mathbb{R}_{>0} \), e.g., acquired via scanning or estimated. From this section, we now have everything needed to execute Algorithm 1.

**Gradient evaluation.** To shade the surface, we use the following closed-form expression for the gradient of \( f(x) \):

\[
\nabla f(x) = \sum_{i=1}^{k} a_i \left( \frac{3 (p_i - x) \cdot n_i}{\|p_i - x\|^3} (p_i - x) - \frac{1}{\|p_i - x\|^2} n_i \right).
\]

If a ray terminates due to hitting one of the points \( p_i \), we take the corresponding normal \( n_i \) as the surface normal.

4.4 Mesh Repair (Generalized Winding Number)

We can also directly visualize a surface that "fills in" and/or fixes defects in a polygon mesh with cracks and self-intersections. Effectively, we directly visualize the results of the generalized winding number scheme of Jacobson et al. [2013, Figure 16], again without explicitly meshing the surface (Figure 16). This is possible because the generalized winding number defined by Jacobson et al. is precisely the signed solid angle of the mesh faces, so the techniques of Section 4.2 can be applied without requiring any changes.
Adiels et al. [2022] make a beautiful observation connecting level sets of the solid angle function for a curve (à la Section 4.2) to shell structures for architectural geometry—namely, if the boundary curve is planar, then these surfaces will automatically have principal curvature networks aligned to the boundary curve (needed for panelization) and will exhibit an approximately constant span-to-height ratio (making them structurally viable as grid shells). The fact that surfaces with such nice geometric and structural properties arise from a simple function like solid angle is quite remarkable: ordinarily one must perform explicit meshing and optimization to get surfaces suitable for architecture. However, Adiels et al. still do not take full advantage of this elegant representation when exploring the design space, since they must still build a mesh for visualization purposes. (In particular, they sample random points and use Newton’s method to push them onto a given level set.) We can instead visualize these surfaces directly via Harnack tracing (Figure 17).

To do so, we generalize the algorithm for nonplanar polygons to also compute the solid angles of circles. Using the notation of Section 4.2, let the distance to the curve and $\mathbf{R}$ be $r_0 < r_m$, and $r_0 = r_m$ (16) where $a^2 := (4r_0 r_m)/(r_0 + r_m)^2$ and $k^2 := 1 - R_1^2/R_{\max}^2$ (see Paxton [1959] or Rothe [1969] for derivations). $K(m)$ and $\Pi(a^2, m)$ are complete elliptic integrals of the first and third kinds, which can be evaluated using standard numerical packages [Galassi et al. 2009]. The rest of the algorithm remains the same as Section 4.2; in particular, we take $R(x)$ to be the distance to the curve and $c(x) = -4\pi $.

**Gradient evaluation.** Smythe [1989, §7.10] gives a formula for $\nabla \Omega$:

$$\nabla \Omega(x) = - \frac{2r}{r_0 R_{\max}} \left( -K(k^2) + \frac{r_0^2 + r_m^2 + L^2}{R_1^2} E(k^2) \right) \hat{r} $$

$$ - \frac{2}{R_{\max}} \left( K(k^2) + \frac{r_0^2 - r_m^2 - L^2}{R_1^2} E(k^2) \right) \hat{\mathbf{z}}, $$

where $E(m)$ denotes a complete elliptic integral of the second kind.

Fig. 17. Here we use Harnack tracing to directly visualize a special class of grid shells used in architecture, reproducing examples from Adiels et al. [2022] figures 11, 12, and 22 (resp.). To do so, we extend our algorithm to handle circular holes in addition to polygons.

### 4.5 Architectural Grid Shells

Riemann surfaces are central objects of study in complex analysis. We can use Harnack tracing to render the surfaces associated to several standard complex functions, showing both the intersection with the unit ball (top), and a full camera view of the surface (bottom).

In practice, elliptic integrals can be expensive to compute, but can still be cheaper than applying the polygonal solid angle formula to a finely-meshed boundary curve. We find that using Equation 16 for the solid angle of a circle is about as expensive as evaluating the solid angle of a 12-sided polygon, while providing a smoother boundary curve (inset). If we use a 50-sided polygon, evaluating the polygon’s solid angle takes twice as long as evaluating Equation 16.

### 4.6 Riemann Surfaces

Riemann surfaces associated to complex-differentiable functions like $\log(z)$ play a key role in complex analysis. Much of their interesting behavior occurs at singular points, which pose problems for standard techniques (e.g., requiring extremely high resolution for marching cubes), but are accurately resolved by Harnack tracing (Figure 19).

Concretely, the imaginary part of a complex-differentiable function $f(z)$ is a real-valued harmonic function on $\mathbb{R}^2$. We can visualize the Riemann surface associated to $\log(z)$ as the height field of $\log(z)$. If $f$ is multivalued, then $\log(f)$ is a multivalued harmonic function. For instance, $\log(\log(z))$ is defined modulo shifts by $2\pi i$, making it angle-valued. So we can visualize the Riemann surface of $\log(z)$ by running TraceAngleValue (Algorithm 2) on the angle-valued function $\phi(x_0, x_1, x_2) := \text{Im}[\log(x_0 + x_1 i)] - x_2$. For functions like $\sqrt{z}$, with a sign ambiguity rather than a shift, we modify lines 5–7 of Algorithm 2 to find the level set values bracketing the current value of $\phi(x_0, x_1, x_2) := \text{Im}[f(x_0 + x_1 i)] - x_2$ by enumerating the possible values of $f(z)$. To render Figure 19 using Algorithm 2, we set $R(x)$ to the distance from $x$ to the closest singularity and $c(x) = -4$. 

**Gradient evaluation.** The gradient of $\phi$ may be expressed using the complex derivative of $f$: $\nabla \phi = \left( \rho \frac{\partial f}{\partial \rho} \right) \left( \text{Re} \left( \frac{\partial f}{\partial \rho} \right), -1 \right)$. When the value of $\frac{\partial f}{\partial \rho}$ depends on the branch of the function, e.g. for $f(z) = \sqrt{z}$, we search through all possible values of $f(z)$ to identify which branch our intersection lies on before evaluating $\frac{\partial f}{\partial \rho}$.
4.7 Beyond Harmonic Functions

A characteristic property of harmonic functions is that they exhibit no local minima or maxima—which would seem to be a significant limitation on the kinds of surfaces that can be visualized. However, one can apply Harnack tracing to harmonic functions in any higher dimension \( \mathbb{R}^n \), and visualize a “slice” to obtain surfaces that cannot be realized as level sets of harmonic functions in 3D. An illustrative example is the ordinary sphere, which can be described by the \( w = 0 \) slice of the 4D function \( f(x, y, z, w) = x^2 + y^2 + z^2 - 3w^2 - 1 \). In general, one can try extending any implicit function \( f(x, y, z) \) to a function \( f(x, y, z, w) \) such that (i) \( f \) is harmonic in \( \mathbb{R}^4 \), and (ii) \( f(x, y, z, 0) = f(x, y, z) \), i.e., the restriction of \( f \) to the 3D subspace \( w = 0 \) yields the original function (and hence the desired surface).

For instance, as shown in the inset, we can visualize “hyperspherical” harmonics: 4D harmonic polynomials restricted to the 3-sphere and mapped into \( \mathbb{R}^3 \) via stereographic projection (see Appendix E for details). A more interesting, non-polynomial example is the gyroid, described by the zero level set of the function

\[
f_{\text{gyroid}}(x, y, z) = \sin(x) \cos(y) + \sin(y) \cos(z) + \sin(z) \cos(x). \tag{18}
\]

The gyroid is widely used in 3D manufacturing due to, e.g., its thermal and space-filling properties (Figure 20, left). The function \( f(x, y, z, w) := e^{2\sqrt{2w}}f_{\text{gyroid}}(x, y, z) \) provides a harmonic extension to \( \mathbb{R}^4 \)—allowing us to Harnack trace the gyroid (Figure 20, right).

4.7.1 Arbitrary Implicit Functions

The gyroid example also suggests a strategy for Harnack tracing arbitrary implicit surfaces \( f(x, y, z) = 0 \), via frequency decomposition. The key observation is that Equation 18 is an example of a Laplacian eigenfunction, i.e., a function \( \phi \) such that \( \Delta \phi = \lambda \phi \) for some eigenvalue \( \lambda \in \mathbb{R} \). In particular, one can check that \( \Delta f_{\text{gyroid}} = -2f_{\text{gyroid}} \). More generally, for any such eigenfunction we have a harmonic extension

\[
\tilde{\phi}(x, y, z, w) := e^{-\sqrt{\lambda}w} \phi(x, y, z), \tag{19}
\]

whose Laplacian vanishes since

\[
\Delta e^{2\sqrt{\lambda}w} \phi = \left( \Delta e^{\sqrt{\lambda}w} \phi \right) + \left( \nabla e^{\sqrt{\lambda}w} \cdot \nabla \phi \right) + e^{\sqrt{\lambda}w} \left( \Delta e^{\sqrt{\lambda}w} \phi \right) = -\lambda e^{\sqrt{\lambda}w} \phi + 0 + e^{\sqrt{\lambda}w} \lambda \phi = 0.
\]

Hence, we could approximate any periodic implicit function \( f : [0, 2\pi]^3 \rightarrow \mathbb{R} \) by a sum of Laplacian eigenfunctions, via the truncated Fourier transform

\[
f(x, y, z) := \sum_{k=0}^{N} \langle \phi_k, f \rangle \phi_k(x),
\]

where \( \langle \cdot, \cdot \rangle \) denotes the \( L^2 \) inner product, and \( \phi_k \) is the \( k \)th Laplacian eigenfunction. We can then harmonically extend \( f(x) \) to \( \mathbb{R}^3 \) by replacing each basis function \( \phi_k \) with the corresponding function \( \bar{\phi}_k \), à la Equation 19. Figure 21 shows the \( \frac{1}{2} \) level set of the function

\[
f(x, y, z) = \sin(6x) \sin(6y) \sin(6z) + \sin(2x) \sin(2y) \sin(2z),
\]

which is neither harmonic nor a Laplacian eigenfunction.

One can easily obtain a conservative bound \( c \) on such a sum by bounding each term individually and summing the bounds (see Appendix E for details). Finding a tight bound is more challenging since different terms in the sum can interfere constructively or destructively depending on their phase. The same problem arises when trying to find a Laplacian eigenfunction.

4.8 Implementation and Performance

We implemented our algorithm in two frameworks: as GLSL programs implemented via ShaderToy [Quilez and Jeremias 2013], to gauge efficiency, and as a geometric primitive in Blender [2023], to ensure that Harnack tracing interoperates as expected with richer rendering features (shadows, reflections, other geometry, etc.). In both environments, our algorithm runs fast enough for real-time interaction, with frame rates depending on geometric complexity—but often in excess of 60 fps (see accompanying video). Our GLSL implementations are available in the supplemental material, and our Blender implementation can be found at https://github.com/MarkGillespie/harnack-blender.

Figures 9, 15, 19, 20, 25, and 26 were rendered via GPU shaders. All shaders ran at real-time rates on an older GPU (GeForce RTX 3090) at a resolution of 1890 \( \times \) 1062. Point cloud reconstruction (Figure 15) ran slowest, around 20–30 fps, primarily because we used naïve \( O(n) \) evaluation of all dipoles, rather than the \( O(\log n) \) hierarchical evaluation advocated by Barill et al. [2018]. Figures 1, 7, 8, 10, 11, 12, 13, 14, 16, 17, and 27 were rendered in Blender’s CPU path tracer, on an Apple M2 Max (8 performance cores, 32GB RAM).
We achieved real-time feedback in Blender’s interactive preview (see supplemental video). Final renders took longer: the nonplanar polygons in Figure 8 took around a minute each to render at $1400 \times 1000$ resolution, and Figure 1 took five minutes at the same resolution. Architectural surfaces in Figure 17 took 4.5 hours to render, due to the cost of evaluating several elliptic integrals per step. In general, the longest execution times in both CPU and GPU implementations were dominated by evaluating expensive harmonic functions—rather than the logic of Harnack tracing itself. Section 6 discusses acceleration strategies which could cut costs dramatically.

4.9 Tracing Iterations

Figure 22 shows the number of iterations required to intersect each camera ray with a nonplanar polygon via Harnack tracing. Intersections near the silhouette require the most iterations to compute, as the ray approaches the surface at a glancing angle. If one terminates rays based on function value alone (Figure 22, right), then points near the polygon boundary require a huge number of iterations since the function’s value changes so rapidly in those regions. Using the gradient-based termination condition (Section 3.1.2) dramatically reduces the number of iterations required in those regions, although it may or may not be faster in execution time due to the added cost of evaluating the gradient at each step. In our experiments, we found that the gradient termination condition generally helped in the GLSL implementation, often providing a 10–20% speedup by decreasing the maximum number of iterations required, but often made overall execution times slightly longer in Blender.

4.10 Convergence

We compared the convergence rate of our Harnack scheme with the widely-used sphere tracing algorithm (Section 5.2.2), measuring the number of iterations required to converge near the level set. Since the solid angle function $\Omega_P(x)$ is not Lipschitz, we could not run sphere tracing directly on $\Omega_P(x)$. Instead, we meshed the target level set, and used closest point queries (via FCPW [Sawhney 2021]) to run sphere tracing on the resulting mesh. Figure 23 shows convergence plots, both in terms of the error in function value (i.e. $|f(r(t)) - f^*|$), and in terms of absolute distance to the intersection (i.e. $|t - t^*|$) at each iteration. Note that this test represents the ideal case for sphere tracing, where the Lipschitz constant is $C = 1$ (cf. Ray Tracing Harmonic Functions • 9911

Ray Tracing Harmonic Functions

To our knowledge, there is no prior work that specifically considers ray tracing algorithms for harmonic functions (apart from general-purpose techniques like ray marching or root finding). In general, implicit surface visualization has been studied for centuries in mathematics [Wallis 1659]; and used for decades in computer graphics [Goldstein and Nagel 1971] (see [Knoll 2007] for a survey). Here there are several basic classes of techniques:

- **Explicit Conversion.** The implicit surface is converted to an explicit mesh via an isosurface extraction method such as marching cubes [Lorensen and Cline 1987]; this mesh is then rasterized. While rasterization is fast, isosurface extraction is compute- and memory-intensive, making it ill-suited to dynamic geometry or per-pixel accurate rendering. Standard isosurfacing algorithms are also not well-adapted to the angle-valued, singular nature of our harmonic functions, as examined in Section 5.1.

- **Intermediate Representation.** The implicit surface is converted to an intermediate representation such as a volume density, which is still visualized via ray tracing [Hadjigia et al. 2005]. As noted by Knoll [2007], this approach requires a very sharp transfer function to render hard surfaces, which can incur aliasing. Moreover, though it may reduce bandwidth in certain settings (e.g., visualizing dense point clouds), Harnack tracing will be far more cache friendly for the kinds of compact surface descriptions considered in Section 4 (which in many cases can fit entirely into registers).

- **Ray Tracing.** By far the most common technique for rendering smooth implicit surfaces—which we also adopt—is to compute...
Ray intersections (Section 5.2). A basic strategy is uniform ray marching, which is asymptotically slower than Harnack tracing, and yields significant visual artifacts (Section 5.2.1). A more sophisticated class of strategies are sphere tracing algorithms, which use bounds on the gradient, or more general Lipschitz bounds, to take large but conservative steps. The fundamental problem here is that, in general, harmonic functions are simply not Lipschitz (Section 5.2.2). Since ray tracing restricts the implicit function to an ordinary 1D function, one can also identify intersections via generic root finding algorithms such as Newton’s method or bisection search. For harmonic functions, however, these methods are not guaranteed to find the closest root (Section 5.3).

• Interval Analysis. To obtain stronger guarantees, one can apply interval analysis techniques—either along a ray [Knoll et al. 2009; Sharp and Jacobson 2022], or over a voxelization of space [Keeter 1987; Ju et al. 2002]. These methods provide conservative bounds on implicit function values, but can sometimes be too conservative (and hence costly). Existing interval analysis techniques also do not apply to angle-valued functions, producing incorrect results for many of the surfaces we consider (Figure 27, bottom right).

Overall, despite the vast literature on implicit surface visualization, the types of functions we consider (namely, singular angle-valued harmonic functions) pose challenges of efficiency and/or robustness for essentially all prior classes of algorithms, which treat them as literal discontinuous functions. Harnack tracing instead views these functions correctly as a continuation of a global harmonic function (Section 3.2), yielding better-behaved results: e.g. higher-quality results for equal compute time. Of course, one could try to extend any of the strategies above to the general harmonic case—an interesting question we leave to future work.

5.1 Explicit Conversion

Explicit meshing approximates a level set of a function $f$ by evaluating $f$ at the nodes of a fixed [Lorenzen and Cline 1987; Ju et al. 2002] or dynamic $f(t)$, $t$. More sophisticated adaptive methods, like Mathematica’s ContourPlot3D, suffer from similar artifacts and also struggle near the singularities at the vertices of the polygon (top left). One can attempt to filter out the extraneous faces by, e.g., evaluating $f$ at the barycenter of each face, but doing so still leaves behind a noisy surface near singularities (right).

For further discussion, see surveys by Hanrahan [1989] and Hart et al. [1997]. Other implicit functions, defined e.g. by point sets [Adamson and Alexa 2003] or neural fields [Takikawa et al. 2023], may need to be ray traced via general-purpose root finding techniques—which may sometimes fail to find any intersection, much less the first hit. For further discussion, see surveys by Hanrahan [1989] and Hart [1993a], as well as more recent overviews in Galin et al. [2020, §2] and Aydinli and Zanni [2021, §2].

[Shen et al. 2023] background grid; the basic idea is to place mesh vertices where edges cross the level set of $f$. However, if $f$ is angle-valued this strategy can fail—in the inset, e.g., simply comparing function values at edge endpoints yields both false negatives and false positives. Moreover, such methods struggle to resolve geometry near singularities—even with adaptive refinement (Figure 24).

To date, there appears to be no established isosurfacing method for angle-valued functions—Piker [2021] demonstrates an unpublished, undocumented method which works well for our problem, but does not achieve real time frame rates as we do with Harnack tracing. Such methods are especially impractical for achieving per-pixel accuracy. In general, our experience has been that ray tracing is necessary for fast, high-quality visualization of harmonic functions.

5.2 Ray Tracing

For an implicit surface $S$ defined by a function $f(x)$ (à la Equation 2), and a ray $r(t)$ (Equation 3), ray tracing algorithms seek times $t > 0$ at which the composite function $f(r(t))$ equals a target value $f^*$, or equivalently, roots (i.e., zeros) of the function

$$\phi(t) = f(r(t)) - f^*.$$ (20)

In general, it is hard to guarantee that ray tracing finds the smallest such $t$ value, without making special assumptions about $f$. In fact, there are only a few classes of surfaces that provide a first-hit guarantee. A reasonably comprehensive list includes planar polygons [Appel 1968], quadratics [Goldstein and Nagel 1971], (piecewise) algebraic surfaces [Hanrahan 1983] such as tori [Roth 1982], metaballs [Tatsumi et al. 1990], algebraic swept surfaces [van Wijk 1985], superquadrics [Barr 1981; Edwards 1982], Lipschitz functions [Kalra and Barr 1989; Hart 1996] (including signed distance functions [Hart et al. 1989]), some subdivision surfaces [Kobbelt et al. 1998], and CSG hierarchies built from any of these primitives [Goldstein and Nagel 1971]. Other implicit functions, defined e.g. by point sets [Adamson and Alexa 2003] or neural fields [Takikawa et al. 2023], may need to be ray traced via general-purpose root finding techniques—which may sometimes fail to find any intersection, much less the first hit.

Fig. 24. Simply running marching cubes “out of the box” on many of our example problems yields surfaces with unsightly artifacts, especially around the jump discontinuities present when $f$ is an angle-valued function (bottom left). More sophisticated adaptive methods, like Mathematica’s ContourPlot3D, suffer from similar artifacts and also struggle near the singularities at the vertices of the polygon (top left). One can attempt to filter out the extraneous faces by, e.g., evaluating $f$ at the barycenter of each face, but doing so still leaves behind a noisy surface near singularities (right).

Fig. 25. Ray marching with a fixed step size $\eta$ is a simple way of ray tracing implicit surfaces. However, using large step sizes leads to severe artifacts, as the algorithm can easily "tunnel" through the surface, while small values of $\eta$ quickly become prohibitively expensive. (Images rendered at 1423 x 800.)
5.2.1 Ray Marching. Ray marching with a fixed step size is perhaps the simplest way to ray trace an implicit surface, but suffers from fundamental flaws. First, as the stopping tolerance $\epsilon \to 0$ ray marching is asymptotically slower than methods based on conservative bounds: ray marching takes $O(1/\epsilon)$ steps, whereas Harnack tracing takes only $O(\log(1/\epsilon))$ steps (Appendix A). Second, for large step sizes ray marching can easily “tunnel” through the level set, leaving gaps in the surface. And in practice, we find no satisfactory trade-off: ray marching either produces unacceptable artifacts, or runs orders of magnitude slower than Harnack tracing (Figure 25).

5.2.2 Sphere Tracing.

“Sphere tracing likes distance, and avoids nothing.”

—John C. Hart [1993]

As described in Section 1, sphere tracing is a strategy for efficiently ray tracing functions with a known Lipschitz bound. It was first developed by Hart et al., who describe how to visualize quaternionic and linear fractals, algebraic surfaces, CSG composites with hard or soft blends, and spatial deformations [Hart et al. 1989; Hart and DeFanti 1991; Hart 1993b, 1996]. Quilez [2008] significantly expanded this list, and popularized SDF-based sphere tracing by demonstrating its ability to render complex scenes. Crane [2005] describes the first GPU implementation, and recent work explores differentiable versions suitable for machine learning [Liu et al. 2020; Jiang et al. 2020; Bangaru et al. 2022; Vicini et al. 2022]. Seyb et al. [2019] develop an efficient strategy for sphere tracing large deformations, and Galin et al. [2020] describe a strategy for computing local Lipschitz bounds along a ray, for certain classes of composite shapes—unfortunately, this class does not include harmonic level sets. There has also been recent work on accelerating sphere tracing [Keinert et al. 2014; Bálint and Valasek 2018]. We use one of these strategies (over-stepping) to accelerate Harnack tracing in Section 3.1.4; others (such as multiresolution rendering) could likely yield further accelerations. Likewise, one could easily adopt the cone tracing strategy of Hart [1993b, §4.3] for anti-aliasing.

Unfortunately, although harmonic functions are extremely regular, they are not globally Lipschitz—which is why the Harnack inequality takes the form that it does, i.e., going to infinity at the boundary of a finite ball. Moreover, many of the particular harmonic functions that we are interested in, such as the solid angle associated with a polygon, may have no local Lipschitz bound even within small neighborhoods—e.g., the solid angle can change arbitrarily fast near a curve (Section 4.2). Hence, existing sphere tracing/Lipschitz methods cannot directly provide intersection guarantees for harmonic functions. Nonetheless, we can still attempt to apply traditional sphere tracing by taking a large value $L$ as a purported Lipschitz bound. As shown in Figure 26, however, we end up with either severe artifacts when $L$ is small, or pay a large cost when $L$ is large—and still do not completely eliminate artifacts around the curve.

Figure 26 also shows that in this test case, Harnack tracing has a similar computational cost to sphere tracing with a Lipschitz constant of $L = 50$, which is significantly more expensive than running sphere tracing for lower values of $L$. So if one has a function with a small known Lipschitz bound, then sphere tracing will probably be more efficient; the real strength of Harnack tracing is that it can be applied to functions for which Lipschitz bounds do not exist, like solid angle. But of course, the dominant computational cost in both Harnack tracing and sphere tracing is generally in evaluating the function $f$, rather than evaluating the step size, so one could always compute step sizes using both sphere tracing and Harnack tracing and take the larger of the two, since both are guaranteed to be safe.

5.3 Root Finding

Ray tracing can also be viewed as a root finding problem for the function $\phi(t)$ (Equation 20). In special situations like Section 4.1, where $f(x)$ is a polynomial, one can apply polynomial root finding methods (like Sturm sequences) to compute all roots of $\phi(t)$, and take the smallest one. More commonly, however, one must turn to general-purpose root-finding methods. For instance, Newton’s method iteratively finds the root of a local linear approximation; bisection search iteratively splits an interval that straddles a root, and similarly, interval analysis tracks the upper and lower bounds of an interval, which is recursively split until it has width no greater than a tolerance $\epsilon$ around a root, or is guaranteed not to contain one. Even if these methods guarantee some root is found, they can
in general fail to find the first hit (i.e., the smallest positive root $t$), leading to occlusion artifacts or gaps in the surface.

Moreover, for angle-valued functions, one may detect discontinuities in $f(x)$, rather than true geometric intersections. For interval-based methods, one can try to “patch” this issue by, e.g., checking whether the value of $\phi(t)$ at the center of the interval is within $\epsilon$ of zero, but this sort of modification voids any guarantees—causing new artifacts (see inset). For level sets of simple functions, like the globally continuous gyroid in Figure 27 (top right), interval analysis can reliably compute the first intersection. But for the broader class of surfaces handled by Harnack tracing, significant artifacts were visible in all root finding methods we tried (Figure 27).

5.4 Walk on Spheres

Finally, our method has some potentially fruitful connections to the walk on spheres (WoS) method [Muller 1956], recently used in graphics to solve partial differential equations (PDEs) in a variety of settings [Sawhney and Crane 2020; Sawhney et al. 2022, 2023; Miller et al. 2023; Bakboou and Peers 2023; Yilmazer et al. 2022; Rioux-Lavoie et al. 2022; Sugimoto et al. 2023; Miller et al. 2024]. First, WoS can solve PDEs on any domain where one can determine conservative empty spheres—hence, the strategies we develop to evaluate Harnack bounds in Section 4 extend WoS to a richer set of geometries. Conversely, WoS can be used to obtain pointwise evaluations of harmonic functions on arbitrary geometric domains, providing an even larger set of functions that can be visualized via Harnack tracing. However, despite the close connection to spheres and harmonic functions, WoS is not an alternative to Harnack tracing—they are different algorithms, with fundamentally different purposes (evaluating a harmonic function, versus visualizing its level sets).

6 LIMITATIONS AND FUTURE WORK

As noted in Section 4.10, Harnack tracing is less efficient than sphere tracing—though it at least exhibits the same asymptotic rate of convergence. As hinted at in Section 5, there are many opportunities to close the gap. For instance, a common acceleration for sphere tracing, which we did not implement, is to set the stopping tolerance adaptively according to the pixel size and distance from the camera. Another useful trick is to use low-resolution cone tracing to provide safe initialization to ray trace a higher-resolution image [Bálint and Valasek 2018]. More fundamentally, one could try to derive tighter bounds by additionally incorporating, e.g., the ray direction or gradient information. Specific applications can also be significantly accelerated: e.g., one could visualize Poisson reconstructed surfaces dramatically faster by applying Barnes Hut/fast multipole methods, à la Barill et al. [2018]—exponentially reducing the cost of evaluating the harmonic function at each step.

The present work considers the Harnack inequality for harmonic functions, but Harnack inequalities are a much more general object studied in elliptic PDE theory—hinting that there may also be efficient ray tracing algorithms for a much broader class of surfaces [Kassmann 2007]. Similarly, just as the SDF condition $\|\nabla \phi\| = 1$ can be relaxed to the Lipschitz condition $\|\nabla \phi\| \leq 1$, enabling a broader class of objects to be ray traced via classic sphere tracing, it may be possible to transition from strictly harmonic functions $\Delta u = 0$ to subharmonic functions $\Delta u \leq 0$ to expand the class of surfaces where Harnack tracing can be applied. In general, our feeling is that the Harnack approach holds significant potential for expanding the class of surfaces that can be efficiently and reliably ray traced.

Finally, our exploration of this topic was motivated in part by recent interest in SDFs as a neural surface representation [Xie et al. 2022]. Sphere tracing has experienced a renaissance as one of the basic strategies for visualizing neural SDFs [Takikawa et al. 2021, §2]. However, vision and learning continue to seek alternative surface representations, in part due to challenges with enforcing the signed distance property. To ensure that a function $f$ is an SDF, one must apply nonconvex, nondifferentiable loss functions to enforce the eikonal condition $\|\nabla f\| = 1$ [Gropp et al. 2020]. Moreover, it is well-known that this condition may still fail to provide the signed distance property [Xie et al. 2022], which is more difficult to enforce directly [Marschner et al. 2023]. In contrast, ensuring that $f$ is harmonic amounts to a simple linear condition $\Delta f = 0$; it also corresponds to a convex Dirichlet energy $\|\nabla f\|^2$, suggesting it may be easier to optimize. However, optimizing “neural harmonic surfaces” would require a differentiable version of Harnack tracing—which we leave to future work (and may play well with recent angle-valued neural representations [Palmer et al. 2022]).
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A CONVERGENCE ANALYSIS

In Theorem A.1, we show that Harnack tracing converges linearly—the same convergence rate offered by sphere tracing. Explicitly, this means that as the stopping tolerance $\epsilon \rightarrow 0$, Harnack tracing will require $O(\log(1/\epsilon))$ steps to find a time $t$ such that $|f(r(t)) - f^*| < \epsilon$.

It is perhaps not obvious, a priori, that Harnack tracing must converge to an intersection with the target level set $S := f^{-1}(f^*)$. One might worry about a pathological choice of ball radii $R$ and lower bounds $c$ leading to an ever decreasing sequence of steps and "getting stuck" at some point in space away far from $S$. Indeed, in Section 4.1, we saw that if the ball radius $R$ becomes zero in some region of the domain, then Harnack tracing will be unable to step past that region. But Theorem A.1 shows that this is the only issue: so long as the radii $R$ are nonzero, then any point at which Harnack tracing "gets stuck" must belong to the level set $S$.

**Theorem A.1.** Suppose the radius $R(x)$ and shift $c(x)$ are compatible, in the sense that $f(x) - c(x) > 0$ on the ball $B_R(x_0) \cap S$ for all $x_0$, and that $R(x) > 0$. Then Harnack tracing converges linearly to the first intersection of $r(t)$ with $S$, so long as an intersection exists.

**Proof.** We divide the proof into two lemmas: Lemma A.2 establishes convergence to the first intersection, while Lemma A.3 establishes the convergence rate.

**Lemma A.2.** Under the assumptions of Theorem A.1, Harnack tracing converges to the first intersection of $r(t)$ with the surface $S$.

**Proof.** Suppose that the algorithm converges to some time $t^*$. Since the step size $\rho$ depends continuously on $f, R, c$, which in turn depend continuously on position, the step size at position $r(t^*)$ must be zero. Since $R$ is nonzero, Line 13 of Algorithm 1 implies that $f(r(t^*)) = f^*$. Hence, Harnack tracing converges to an intersection of ray $r(t)$ with the desired level set (or at least its closure). Harnack tracing can never step past $S$, since the Harnack inequality guarantees that $f(r(t))$ stays above/below $f^*$ during each step, so this must be the first intersection between $r(t)$ and $S$.

**Lemma A.3.** Under the assumptions of Theorem A.1, Harnack tracing converges linearly.

**Proof.** Suppose that Harnack tracing converges to some time $t^*$. We fix a small neighborhood $U$ of $r(t^*)$ and define constants $c_U := \inf_{x \in U} c(x)$ and $R_U := \inf_{x \in U} R(x)$. Since our step size increases monotonically with $c$ and $R$, we can bound the convergence rate by assuming that $c$ and $R$ take on the constant values $c_U$ and $R_U$ within the neighborhood $U$. Furthermore, by making $U$ sufficiently small we may assume that $f(x)$ is a linear function, and we can absorb the shift $c_U$ into its constant term, leaving us with a positive function $f(x)$ and a positive level set value $f^* > 0$. By shrinking $U$ again if necessary we can also ensure that $|f(x) - f^*| \leq \frac{1}{2} f^*$ on $U$.

Hence, without loss of generality we may consider a linear function $f(x) = ax + \beta$ with constant ball radius $R_U$. At each iteration, our error is given by $|ax + \beta - f^*|$, and we take a step of size

$$\rho := \frac{1}{2} R_U \left| \frac{ax + \beta}{f} \right| + 2 - \sqrt{\left( \frac{ax + \beta}{f} \right)^2 + \frac{\epsilon}{ax + \beta}}.$$
A short calculation shows that whenever \(|ax_2 + \beta - f'| \leq \frac{1}{2} f',\) this step size is at least \(\frac{1}{\theta R_C} |ax_2 + \beta - f'|.\) Hence, at each step along the ray \(r(t) = r_0 + tv\) the error \(|f(x) - f'|\) decreases by at least a constant factor of \(1 - \frac{\theta R_C}{2}\), and therefore the sequence converges linearly to a point \(r(t')\) satisfying \(f(r(t')) = f'.\) \(\square\)

Angle-valued functions. A similar analysis can be applied when \(f(x)\) is an angle-valued function. The only difference is that the radius function \(R\) must be defined so that the balls \(B_R(x)\) never contain any singularities of \(f\) when \(x\) does not lie on a singularity of \(f\), and that \(R(x)\) must be zero when \(x\) does lie on a singularity.

The proof of Lemma A.2 remains essentially unchanged—the only difference is that Harnack tracing may also converge to a singular point (where \(R(x) = 0\)). Lemma A.3 remains unchanged whenever Harnack tracing converges to a non-singular point \(x\), since the angle-valued function \(f\) may always be lifted to a continuous function in a neighborhood of \(x\). The rate at which rays converge to singular points is harder to establish, but we note that rays intersect \(S\) at non-singular points with probability 1.

B SPATIAL EXTENT OF SOLID ANGLE LEVEL SETS
As in Section 4.2, let \(P\) denote a space polygon, i.e. a piecewise-linear curve with vertices \(p_1, \ldots, p_k \in \mathbb{R}^3\), and let \(\Omega_P(x)\) denote the signed solid angle function associated to \(P\).

Theorem B.1. Suppose that \(P\) is a connected curve which contains no self-intersections and lies on the boundary \(\partial C\) of a convex set \(C\). Then the 2\(\pi\) level set of \(\Omega_P(x)\) lies within \(C\).

Proof. It suffices to prove Theorem B.1 in the special case where the set \(C\) is the convex hull \(H\) of \(P\). Let \(\Sigma\) denote the 2\(\pi\) level set of \(\Omega_P(x)\). Note that if \(P\) is planar, then its 2\(\pi\) level set and its convex hull \(H\) are both equal to the planar polygon filling in \(P\), so \(\Sigma\) is automatically contained in \(H\). From now on, we may thus assume that \(P\) is nonplanar, and hence has a 3-dimensional convex hull.

To begin, we observe that \(\Sigma\) must be connected. Its boundary, \(P\), is connected, so the only way for \(\Sigma\) to have multiple components would be to contain other components with no boundary. But any boundary-free level set of a harmonic function must stretch off to infinity, and \(\lim_{x \to \infty} \Omega_P(x) = 0\), so no such components can exist.

Next, we will show that \(\Sigma\) does not intersect the boundary \(\partial H\), meaning that the level set must be entirely contained in \(H\) or lie entirely outside of \(H\). Let \(x\) be a point on \(\partial H\), but not on the curve \(P\) itself. Since \(P\) is an intersection-free curve on the topological sphere \(\partial H\), the Jordan curve theorem tells us that \(P\) divides \(\partial H\) into two different components. We will call the component of \(\partial H\) containing \(x\) the “outside” of \(P\), and the component not containing \(x\) the “inside” of \(P\). Since \(x\) lies on the boundary of the convex hull of \(P\), all points of \(P\) must be located to one side of a plane at \(x\). Hence, if we project \(P\) onto a sphere centered at \(x\), then all points inside of \(P\) land in the same hemisphere. Furthermore, this projection is almost always injective, so the inside of \(P\) is mapped to a simpler region within this hemisphere. Since \(P\) is nonplanar, it must contain at least one point strictly inside the hemisphere, so the inside of \(P\) cannot cover the whole hemisphere. Hence the unsigned area of the inside of \(P\), which is equal to \(|\Omega_P(x)|\), must be strictly less than \(2\pi\) (the area of a hemisphere). So \(\Sigma\) cannot contain any points on \(\partial H\).

It remains to show that \(\Sigma\) is contained within \(H\) rather than lying outside of \(H\). To do so, we note that the same projection argument also shows that the zero level set of \(\Omega_P(x)\) cannot intersect \(\partial H\). Thus, the zero level set must lie outside of \(H\), as \(\lim_{x \to \infty} \Omega_P(x) = 0\). Since the zero level set and 2\(\pi\) level sets approach \(P\) from opposite sides\(^3\), the 2\(\pi\) level set must lie inside of \(H\). \(\square\)

C BOUNDING SOLID ANGLE
In this appendix, we show that under mild assumptions on the polygon \(P\), we can use a lower bound of \(c(x) = -4\pi\) to Harnack trace level sets of the solid angle function \(\Omega_P(x)\). Recall that we can obtain a valid lower bound from a bound on the number of signed intersections that a line segment can have with the \(2\pi\) level set of \(\Omega_P(x)\) (Section 3.2). Theorem C.1 gives such a bound when \(P\) is a connected, intersection-free curve on the boundary of a convex set.

Theorem C.1. Suppose that \(P\) is a connected curve which contains no self-intersections and lies on the boundary \(\partial C\) of a convex set \(C\). Then the number of signed intersections between a generic line segment \(L\) and the \(2\pi\) level set of \(\Omega_P(x)\) is at most 1.

Proof. Let \(\Sigma\) be the \(2\pi\) level set of \(\Omega_P(x)\). If \(P\) is planar, then \(\Sigma\) is also planar and thus intersects a generic line segment at most once.

Now, suppose that \(P\) is nonplanar. First, note that it suffices to consider only line segments contained within \(C\): by Theorem B.1, \(\Sigma \subset C\), so intersections between \(\Sigma\) and \(L\) cannot occur outside of \(C\). Since \(\Sigma\) is a connected surface embedded in the topological ball \(C\), with boundary contained in \(\partial C\), it must divide \(C\) into two pieces. The number of signed intersections between \(L\) and \(\Sigma\) is 0 if the endpoints of \(L\) lie in the same region and \(\pm 1\) if the endpoints lie in different regions. Since these are the only possibilities, there can only be \(-1, 0,\) or \(1\) signed intersections between \(L\) and \(\Sigma\), as desired. \(\square\)

D BOUNDING THE DIPOLE POTENTIAL
In this appendix, we walk through the derivation of a lower bound on the dipole potential, a harmonic function which arises in surface reconstruction (Equation 12). While it is often difficult to find the optimal lower bound on a harmonic function, finding a valid bound is often not too hard. The techniques used here—such as combining separate bounds on the individual terms in a sum or product—are broadly applicable, and provide a starting bound which be improved with more careful analysis if necessary. For convenience, we begin by reproducing the definition of the dipole potential:

\[ f(x) := \sum_{i=1}^{k} a_i \frac{(p_i - x) \cdot n_i}{||p_i - x||^3}. \]  \hspace{1cm} (21)

We will show that if we fix a point \(x \in \mathbb{R}^3\) and radius \(R \in \mathbb{R}\), where \(R < ||p_i - x||\) for all \(i\), then for any point \(y \in B_R(x)\) we have

\[ f(y) \geq \sum_{i=1}^{k} \frac{a_i ((p_i - x) \cdot n_i - R)}{(||p_i - x|| + \text{sign} ( (p_i - x) \cdot n_i - R)) R^3}. \]  \hspace{1cm} (22)

\(^3\)the Biot-Savart formula for \(\nabla \Omega_P(x)\) shows that, near the curve, \(\Omega_P(x)\) changes at a constant rate as you rotate around \(P\)
We proceed by considering each term of the sum separately. Since the areas $a_i$ are positive, we compute lower bounds on the fractions

$$f_i(y) := \frac{(p_i - y) \cdot n_i}{\|p_i - y\|^3}.$$ (23)

First, we bound the numerator. Geometrically, $(p_i - y) \cdot n_i$ measures the signed distance from $y$ to a plane defined by $p_i$ and $n_i$. Since $\|y - x\| \leq R$, its value can change by at most $R$, and hence

$$f_i(y) \geq \frac{(p_i - x) \cdot n_i}{\|p_i - x\|^3}.$$ (24)

Next, we bound the denominator. Since $\|y - x\| \leq R$, the triangle inequality implies that

$$\|p_i - x\| - R \leq \|p_i - y\| \leq \|p_i - x\| + R.$$ (25)

Finally, we combine the two to bound $f_i$. Our denominator bounds are positive, since $R < \|p_i - x\|$, but the numerator may be positive or negative. If the lower bound on the numerator is positive, we lower bound $f_i$ by dividing our numerator bound by the upper bound on the denominator. On the other hand, if the numerator bound is negative, we should divide our lower bound on the numerator by the lower bound on the denominator. So we conclude that

$$f_i(y) \geq \begin{cases} \frac{(p_i - x) \cdot n_i}{\|p_i - x\|^3} - R & \text{if } (p_i - x) \cdot n_i - R \geq 0 \\ \frac{(p_i - x) \cdot n_i - R}{\|p_i - x\|^3} & \text{if } (p_i - x) \cdot n_i - R < 0 \end{cases}.$$ (26)

The only difference between the cases is the sign of the $R$ term in the denominator, so we can write the bound concisely as Equation 22.

### E.1 Bounding Harmonic Extensions

In Figure 21, we use Harnack tracing to visualize the $\frac{1}{4}$ level set of

$$f(x, y, z) = \sin(6x) \sin(6y) \sin(6z) + \sin(2x) \sin(2y) \sin(2z),$$

which is a sum of Laplacian eigenfunctions with eigenvalues $-108$ and $-12$ resp. We construct a harmonic extension à la Section 4.7.1:

$$\tilde{f}(x, y, z) = e^{\sqrt{\pi\sin^2(6x) \sin^2(6y) \sin^2(6z)}} + e^{\sqrt{\pi\sin^2(2x) \sin^2(2y) \sin^2(2z)}}.$$

We found a very loose bound sufficed to run Harnack tracing at 120 frames per second. In particular, we use

$$c(x) = -e^{6\sqrt{\pi}(x)} - e^{2\sqrt{\pi}(x)},$$

with a constant radius function $R(x) = .5$ for simplicity. As in Appendix D, we derive this formula by bounding each term in the sum separately and summing the bounds. For any $f = \sum_i a_i\phi_i$ where $\phi_i$ are Laplacian eigenfunctions bounded between $-1$ and 1 with eigenvalues $\lambda_i$, we have a bound of $c = -\sum_i e^{\sqrt{\pi}\lambda_i}$. 

### E.2 Stereographic Projection

In Section 4.7 we run 4D Harnack tracing on the 3-sphere $S^3 \subset \mathbb{R}^4$, mapped onto $\mathbb{R}^3$ via stereographic projection $\varphi : \mathbb{R}^4 \to \mathbb{R}^3$. Here $\varphi(x) := (2x_1, 2x_2, 2x_3, \|x\|^2 - 1)/(1 + \|x\|^2)$. We account for the distortion induced by $\varphi$ by taking steps of size

$$\rho_{\text{stereo}} := \frac{1}{2}\rho_{\text{4D}} \left(\|x\|^2 - \min(x \cdot v, 0)^2 + 1\right),$$ (28)

where $\rho_{\text{4D}}$ is the step size determined by Equation 27.

Concretely, suppose that we have a ray $r(t)$ in $\mathbb{R}^3$ and a harmonic function $f(x)$ defined on $\mathbb{R}^4$, with target level set $f^*$. We compute the first time $t$ such that $f(\varphi(r(t))) = f^*$. To start, we pick a radius function $R(x)$ and a compatible lower bound $c(x)$ defined on all of $\mathbb{R}^3$. Then at any time $t$, we evaluate $R(\varphi(r(t)))$, $c(\varphi(r(t)))$, and $f(\varphi(r(t)))$. After shifting $f$ and $f^*$ by $c$, we find a step size $\rho_{\text{4D}}$ in $\mathbb{R}^3$ using Equation 27. We then substitute $\rho_{\text{4D}}$, $r(t)$ and $v$ into Equation 28 to find a step size $\rho_{\text{stereo}}$ which is safe in $\mathbb{R}^3$, and increment $t$ by $\rho_{\text{stereo}}$. As usual, we repeat until $f$ is sufficiently close to $f^*$.

The inset figure in Section 4.7 shows the level sets of

$$f(x, y, z, w) = x^3 + y^3 - 3xyz - 3x^2y^2,$$

using radius function $R(x) = 1.25 - \|x\|_{\mathbb{R}^4}$ and bound $c(x) = -1.5$.

**Derivation.** To derive Equation 28, we recall that $\varphi$ is conformal, scaling the region around $p \in \mathbb{R}^3$ by a factor of $\frac{1}{2}(\|p\|^2 + 1)$ (see e.g. Lee [2018, Prop. 3.5]). Hence, given a curve $\Gamma$ in $\mathbb{R}^3$, its image $\varphi(\Gamma)$ on $S^3$ has length $\int_{\Gamma} \frac{1}{\|\varphi'(p)\|^2} dp$, which is at most $2/|\sin(\varphi)|$. So to ensure that $\varphi(\Gamma)$ stays within a ball of radius $\rho_{\text{4D}}$ in $\mathbb{R}^4$, it suffices to ensure that $|f| \leq \rho_{\text{4D}}$ (min$_{p \in \Gamma} \|p\|^2 + 1)/2$.

Now, suppose that we are taking a step from position $x$ in direction $v$. If $v$ points away from the origin (i.e. $v \cdot x > 0$), then the minimum value of $\|p\|^2$ along our step is $\|x\|^2$, so we can take a step of size $\sigma := \rho_{\text{4D}}(\|x\|^2 + 1)/2$. Otherwise, the minimum value of $\|p\|^2$ is at the very least—bounded by the minimum value of $\|p\|^2$ over the entire ray $x + tv$, which is $\|x\|^2 - (x \cdot v)^2$. Hence, the step in Equation 28 never takes us beyond the safe radius $\rho_{\text{4D}}$ in $\mathbb{R}^3$.